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Abstract

To demonstrate that a dose-determining assay 
is fit for purpose, the measurement uncertainty 
associated with a reported release test result 
must be suitably small. The establishment of 

a corresponding product specification is inextricably 
linked to the tolerance for error in assigning a dose 
value for a vector lot. By adopting an equivalence-based 
lot release model which includes a total error approach 
to assay qualification, specific testing strategies can be 
evaluated quantitatively for dose error and lot release 
decision risks throughout the drug development pro-
cess. This article aims to reinforce how the concepts 
tied to an equivalence-based lot release model are inter-
related and applied in practice. It provides in-depth 
explanations of fundamental concepts and clarifies 
common misunderstandings for quality control, qual-
ity assurance, and regulatory affairs personnel held 
accountable for decisions made in vector dose assign-
ment and product lot release.

Practical Considerations in Using an 
Equivalence Approach to Establish Lot 

Release Limits for Vector Dose

Introduction
The approval of several gene therapy products and 

gene-modified cell therapies over the last six years[1] has led 
to increasing numbers of investigational new drug applica-
tions (INDs) using viral vectors. However, these successes 
have been tempered by the risks of dose-related toxicities 
including 11 patient deaths attributed to adeno-associated 
viral vectors being evaluated in clinical trials for multiple 
disease indications.[2-4] The therapeutic window for a prod-
uct is derived from pre-clinical and clinical dose-response 
models, which assume statistically that measurements of dose 
are exact. Whether vector is administered directly or used 
as a critical raw material to prepare a gene-modified cellular 
product, the assignment of a label concentration to a vector 
batch is critical for establishing consistency of product used 
in preclinical and clinical development. 

Measurement uncertainty (MU) and volume delivered 
contribute to potential dose error. To avoid confounding dose 
with volume, vector dose escalation for in vivo applications 
is often done by preparation of vector at target dose levels 
corresponding to the escalation increments (e.g., half-log) 
and administering the same volume of product. We have 
previously published a paper advocating for an equivalence 
approach to lot release for viral vector dose in that context.[5] 
Implementation of this statistical technique has raised aware-
ness of the importance of minimizing dose error and has 
been a welcome tool to address the practical challenges of 
dealing with MU. However, it has also highlighted several 
important issues where further clarification is needed. 

This article is organized to provide information that allows 
the reader to respond to the questions listed below. The dis-
cussions in this paper will illustrate that to achieve a high lot 
acceptance rate and make minimal dose volume adjustments 
while maintaining a low tolerance for dose error, both low 
process variability and low MU are required.

1. How can the total error (TE) approach to assay valida-
tion be applied when using an equivalence-based lot-release 
model?

2. What is the “order of operations” when it comes to estab-
lishing targets, equivalence bounds, offsets, Type I and 
Type II risk tolerance and assay precision qualification?

3. What does a high coefficient of determination (R2-value) 
for a dose-response model curve fit mean, in terms of dose 
error?

4. When using a forecasted confidence interval (CI) to estab-
lish lot release acceptance, how should the sample standard 
deviation be evaluated in each assay run?

5. How is the propagation of error caused by testing bulk 
drug substance and final container accounted for in set-
ting the offset for final container?

6. What is the impact on dose volume adjustments when the 
CIs on the dose measurements for any two batches don’t 
overlap?
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Beginning with the End in Mind
Our original article[5] details the statistical concepts, termi-

nology, and equations required to implement an equivalence 
model for lot release and vector dose label assignment, and 
should serve as a companion guide to this paper. For conve-
nience, the abbreviations and some equations are included 
again. We used the same subheadings in the original order 
to organize information to address the questions raised and 
added sidebars where more in-depth explanations were war-
ranted. Our expectation is that this integrated summary will 
provide professionals in the field sufficient comprehension of 
the subjects covered to independently answer the six ques-
tions that catalyzed and framed this article. Furthermore, in 
conjunction with the prior paper, those responsible for prepa-
ration and review of regulatory submissions will be equipped 
to justify adopting and accepting an equivalence model. 

Measurement Uncertainty
Assignment of vector concentration is accomplished using 

the results from a dose-determining test method. Release of 
a vector product lot for use in pre-clinical studies or clini-
cal trials requires that this test method is fit for purpose.[6] 
Definition and demonstration of assay suitability is inextri-
cably linked to a quality control (QC) lot release strategy.[7] 
A test result that is compared to a specification and recorded 
on the certificate of analysis for a vector lot is called the 
reportable value (RV) and ideally is a mean (x–) of several 
independent replicate measurements (i.e., combined results 
from multiple assay runs). RVs are considered approxima-
tions of the true value of the material being tested. From 
a statistical standpoint, the true value of a vector lot dose 
is a theoretical concept—the mean value that would be 
derived from infinite measures of a vector product lot. The 
infinite measures then constitute a population from which a 
lot-release test comprising a finite number of measurements 
(n) would be considered a sample. The concept of assay pre-
cision comes from the variability that would be associated 
with the distribution of infinite measures. As detailed in 
our original article, these measurement distributions are 
assumed to be Gaussian (normal). Assay validation, when 
done well, is designed to get a good estimate of σ, the run-
to-run precision. Having a reasonable estimate is important 
because confidence in a reported result is dependent on the 
true variability of the method (σ; standard deviation; assay 
precision) and the number of values used to generate the 
average (n; sample size = number of replicate measurements). 
A reasonable approximation of the true assay precision can 
be achieved from monitoring assay performance over time 
(e.g., n>15 assay runs capturing a stable homogeneous control 
sample over a period of at least one year) and generating data 
from prospective experiments that vary conditions such as 
reagent lots, analyst, equipment, etc. that will contribute to 
assay variability over the long term. 

The standard error of the mean (SEM; σ/√-n) can be used 
to quantify MU by calculating a CI on the sample mean 
value. The CI describes the dispersion of values within which 
the true mean value is likely to lie for a chosen level of con-
fidence. The importance of evaluating MU (i.e., σ for the 
sampling distribution of the mean RVs) rather than assay 
precision itself is described in detail elsewhere.[8] Using an 
equivalence approach to lot release for dose, it is the RV 
and its associated forecasted CI that are used to determine 
whether a dose test result demonstrates the equivalence 
of a vector lot to its intended target. The sample standard 
deviation (s; derived from n replicates) is used as a sample 
suitability criterion, as described in detail later.

The CI half-width (CI HW) is calculated using α, or Type I 
error probability, to derive the appropriate t-value and the CI 
on a mean is derived from the CI HW calculation shown in 
Equation <1> and adding and subtracting that value from 
the sample mean, as shown in Equation <2>.

However, the meaning of MU may go beyond the random 
assay variation, σ, captured by the SEM term in the CI HW 
equation and can include an estimate of systematic errors 
that lead to a bias in the RV. The most simplistic approach to 
expanding MU is to add an estimate of absolute assay bias to 
the CI half-width (HW) thus widening it and further reduc-
ing the reliability of the RV.[9] Expanded MU performed this 
way creates a single calculation to incorporate both sources of 
measurement error and can be expressed as Equation <3>: 

The USP also describes the utility of evaluating the 
combined impact of precision and accuracy in evaluating 
test method performance[10] and incorporates the concept 
referred to as “total error,” “total analytical error (TAE),” 
and “total allowable analytical error” into the analytical 
procedure lifecycle process.[7] The existing assay validation 
guidance has emphasized measuring and reporting both 
accuracy and precision[11, 12], but the limits established do 
not consider their combined effect on MU. Note that the 
term “TE” is also defined in current bioanalytical method 
validation (BMV) guidance[13, 14] but it is not calculated in 
the same way as Equation <3>; TE in the BMV is derived 
from adding the assay % coefficient of variation (CV) to the 
% relative error (RE) which returns a different result than 
Equation <3>. More recently, TAE has also been introduced 

Equation <1>: CI HW = tα,df  * SEM
where tα,df is the appropriate t-value derived from the chosen 
level of confidence (α) and the sample size (n)

Equation <2>: CI = x– ± CI HW

Equation <3>: Expanded CI = x– ± (CI HW + |assay bias|)
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into the proposed revision to the ICH guidance on analytical 
method validation[15] and is defined as follows:

Total analytical error (TAE) represents the overall error 
in a test result that is attributed to imprecision and 
inaccuracy. TAE is the combination of both systematic 
error of the procedure and random measurement error. 

This definition of TAE is consistent with the current USP 
definition.[7] Although an equation is not included in the 
definition of either source, the intention is clearly to have a 
single limit that considers the combined effect of measure-
ment inaccuracy and imprecision. It is important to note that 
although we did not directly address or use the terms “TE” 
or “TAE” in our original article, we intentionally achieved 
a TAE approach in an alternative manner. 

Rather than add the assay bias estimate to the CI associated 
with the RV, as could be done by following Equation <3>, 
we have elected to add assay bias to the allowable difference 

of an RV from the center target dose value. Conceptually, we 
believe it is more intuitive to think about how the distance 
of the product true value from the target value (contributed 
by drift in the manufacturing process) and the distance 
of the measured value from the true value (contributed by 
the skewing of the assay results from the true product lot 
value) add together to create the RV acceptance limits. Then 
by setting limits on the RV and establishing equivalence 
bounds, an acceptance limit on the MU of the RV can be 
derived by calculating the corresponding maximum CI that 
would be allowable to demonstrate equivalence of an RV at 
the limits of lot acceptance. Recall that the CI is a function 
of both σ and n, which means a forecasted CI can always be 
made smaller by increasing independent replication (larger 
sample size, n-runs). Figure 1 provides a schematic showing 
these relationships between equivalence bounds, RV release 
limits, and CI length, and drawing a conclusion of equiva-
lence to target dose. 

FIGURE 1: Relating equivalence bounds, RV release limits, 
and CI length to concluding equivalence to target dose.

To assign the target dose to a vector lot, the reported value 
and the forecasted CI must fall within the established 
equivalence bounds. As shown schematically, widening 
of the acceptance limits on a RV to allow for drift in the 
manufacturing process means that there must be a cor-
responding narrowing of the associated CI to conclude 
equivalence. The heavy blue lines represent the acceptable 
range for an RV which is calculated as target dose value 
± [|assay bias|+|maximum allowable drift from target|]. 
We refer to |assay bias|+|maximum allowable drift from 
target| as an offset value. To calculate the maximum 

CI HW that corresponds to the RV at its limits, this offset 
is subtracted from δ (the equivalence HW value shown 
in orange). From the CI HW, the minimum number of 
replicates is determined per Equation <7> in the origi-
nal paper. The CIs are the green horizontal lines with 
arrows at the ends. These are displayed only at the lower 
and upper limits for the RVs because that’s where the 
requirement of narrowing them becomes more obvious. 
The RV is considered equivalent if its CI falls within the 
equivalence bounds. Recall that reducing error in dose is 
achieved by minimizing the equivalence bounds.
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By creating what we originally termed as an “offset,” the 
further the true dose value for the lot drifts from center, 
and greater the bias introduced into the measurement by the 
assay, the closer the RV gets to the equivalence bounds and 
thus, the smaller the associated CI must be to prove equiv-
alence of an RV at its acceptance limits. This is discussed 
in more detail later in sections Incorporating Offset to 
Account for Allowable Assay Bias and Process Variability.

Statistical Hypothesis 
Testing and Statistical Error

To briefly recap, our approach uses a formal statistical 
hypothesis test to establish whether the reported result from 
the QC release assay for vector concentration demonstrates 
equivalence of the product lot to the specification target 
for dose. Using statistical equivalence as a model for vector 
dose assignment during pre-clinical and clinical develop-
ment can provide more meaningful relationships between 
dose administered and the in vivo outcomes for safety and 
efficacy. More accurate and consistent dose values translate 
to better data used to define the therapeutic window; these 
are the data ultimately used to justify the final specifications 
when the product reaches licensure. Our expectation is that 
lot release for commercial products would also be conducted 
using an equivalence strategy. 

This is because the expectations of regulators and patients 
is that the measured vector product concentration will be 
equivalent to the label concentration as it is the basis of 
the dose volume calculation. It is universally understood 
that not all manufacturing runs will produce vector that is 
exactly at the target value; in fact, very few, if any, runs are 
likely to achieve this. The whole purpose of the lot release 
specification and the associated statistical model used is 
to establish limits for the f luctuation in dose values that 
can be reasonably tolerated without making dose volume 
adjustments. The end-goal is to ensure consistency in the 
manufacture and testing of product and provide regulators 
and sponsors the necessary assurances that vector batches 
released for distribution will perform within the agreed upon 
margins for safety and efficacy.[16, 17]

Protecting patients from receiving unacceptable products 
is paramount throughout the drug development process and 
requires quantifying statistical errors that lead to incor-
rect lot release decisions. It is important to understand that 
statistical hypothesis tests are used to provide proof of an 
expected outcome. The expected outcome always defines 
the alternative hypothesis and the corresponding hypothe-
sis test. Concluding that the alternative is true only occurs 
when its opposite, the null hypothesis, is rejected. If the test 
results fail to reject the null hypothesis, the only conclusion 
to be drawn is “insufficient evidence to reject the null.” The 
underlying truth is never known so it is possible to reject, or 
not reject, the null when the truth would dictate the opposite. 

For example, to conclude a difference, the null (no difference) 
must be rejected. If the null is rejected when there truly is no 
difference, then a Type I error occurs (concluding a difference 
that is not there). If the null is not rejected when there is truly 
a difference, a Type II error has occurred (concluding insuf-
ficient evidence to support a difference that has occurred). 
Most importantly, statistical power is always the probability 
of correctly concluding what is to be proven when it is true. 

Tables 1A and 1B (on page 5) are expanded versions of 
the Table 1 provided in the original article showing the 
difference in their application to both an equivalence and a 
difference model for lot release. Statistical power corresponds 
to the bottom right corner of both tables—making a correct 
decision to accept the alternative hypothesis by rejecting the 
null hypothesis when the alternative hypothesis is indeed 
true. Stated differently, statistical power is used to quantify 
the probability of concluding what one intends to prove. It 
is expressed algebraically as 1–β. By always subtracting the 
Type II error (the probability of not rejecting the null hypoth-
esis when it should be rejected) from 1 (100% probability), 
power becomes the probability of rejecting the null when the 
alternative hypothesis is indeed true. As shown in Table 1A, 
for product lot release using equivalence means concluding 
equivalence of the reported value to a specified target value. 

It is critical to understand that equivalence is exactly what 
a manufacturer needs to prove because it would be expected 
that the process and the testing will be well-controlled by 
design and optimization during development. Specifically, 
statistical power in the context of a lot-release model for 
vector concentration using an equivalence approach is the 
probability of releasing an acceptable lot and correctly assign-
ing the target dose, due to assay variability alone, if the RV 
is within its acceptance limits. The term “correct” in this 
context means concluding equivalence when the measured 
product dose is truly equivalent to the target dose. 

If a Type II error occurs, then a vector product lot that is 
truly equivalent to target will be rejected. This error poses a 
risk for the manufacturer because it means failing to release 
an acceptable batch of vector product for pre-clinical or 
clinical use. However, in early-phase development, research 
batches and engineering runs are often used for IND enabling 
studies. If a lot “fails” lot release criteria, the batch can often 
be appropriately repurposed, for example, being used as a 
control in an assay or for accelerated stability studies. In 
other words, failure to hit a dose target may only disqualify 
its use in a dose escalation study.

It is also critical to note, however, that it is the CI width 
that dictates whether a reported value is considered equiv-
alent. As shown in Equation <1>, the CI HW is calculated 
using α, or Type I error probability, to derive the appropriate 
t-value, and the CI is derived by adding and subtracting the 
CI HW, as shown in Equation <2>. The smaller the α-value, 
the larger the t-value and the higher the confidence in the 
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reported value. For a fixed SEM, this means that the interval 
will be wider as higher confidence levels are selected, making 
it less likely to conclude equivalence as the RV moves away 
from the target. The combination of high confidence with 
narrow intervals and narrow equivalence bounds leads to 
less dose error; achieving this is a primary objective. 

For an equivalence model, dose error is considered a 
patient risk. Because Type I error is the probability of releas-
ing a lot when it is not actually equivalent to the target dose, 
the probability of rejecting a lot when it is truly not equiv-
alent becomes 1–α. Although equivalence testing uses two 
one-sided tests (referred to as TOST), only one side can 
falsely fail. In our original paper, we arbitrarily set manu-
facturer risk to be equal to patient risk so that selection of 
α automatically leads to a fixed β. To limit dose error, and 

Difference Lot Release Model. Statistical power is a measure 
of being able to prove what is expected. For lot release, the 
expectation is that product will be manufactured in a consis-
tent manner. Although a difference model is often assumed, 
applying a difference model is not correct. Note that the man-
ufacturer and patient risks align with the Type I and Type II 
errors differently than for an equivalence test. While it is still 
true that when the null hypothesis is not rejected, the only 
conclusion to be drawn is insufficient evidence to reject the null 
hypothesis, using a difference model means that good batches 
are only accepted based on “insufficient evidence to reject the 
null hypothesis.” Correspondingly, statistical power is gained 
in proving that lots are different from target. Note that this is 
not what is expected and thus, difference testing is the wrong 
statistical hypothesis test for lot release.

.B

ultimately the patient’s risk, α is first selected, and then the 
width of the CI is controlled by assay precision and repli-
cation levels as well as factoring in manufacturer’s risk by 
including a corresponding β if needed (Table 1A). Note that 
reducing manufacturer’s risk requires an increase in power 
(1–β). The Linking Assay Qualification Information to QC 
Lot Release Limits and Statistical Error is detailed later.

Returning to the subtle but critical concept that selection 
of a statistical hypothesis test begins with knowing what is 
to be proven, it important to show that this has been over-
looked even when experienced statisticians have published 
proposed lot release decision rules. For example, Burgess 
et al.[18] invoke the use of a statistical test for difference rather 
than equivalence. The authors do not directly state that 
their lot release decisions are based on a statistical difference 
hypothesis, but this is the underlying model they are using. 
The Type I error for a difference test does not correspond to 
patient risk but instead to manufacturer’s risk. Specifically, 
they describe α as the probability of concluding a product 
lot is out of specification (OOS). In practice, this means 
that an acceptable lot will fail. Returning to Table 1B, this 

Equivalence Lot Release Model. Statistical power is a measure 
of being able to prove what is expected. For lot release, the 
expectation is that product will be manufactured in a consistent 
manner. In practice, this means that vector batches will have a 
concentration that can be considered equivalent to the target 
value. Thus, the equivalence hypothesis test is the appropriate 
test. However, it is possible that errant decisions will be made. 
The primary goal is to protect the patient from receiving an 
unacceptable lot (reduce dosing errors; patient risk) and sec-
ondarily to minimize rejection of acceptable batches (reduce 
losses; manufacturer risk). These probabilities are controlled 
by specifying limits on Type I and Type II error based on risk 
tolerance. The lower the Type I error, the larger the t-values 
and the wider the CI value becomes as all other factors are held 
constant. By factoring in and minimizing Type II error in the 
sample size calculation for a given Type I error, more replicates 
will be required to conclude equivalence for a given reported 
value. Note that when the null hypothesis is not rejected, the 
only conclusion to be drawn is insufficient evidence to reject 
the null. However, correctly rejecting the null yields the desired 
(expected) conclusion and aligns with statistical power, the 
reward for achieving better process and assay control.

.A

TABLE 1: Statistical hypothesis testing and decision errors.
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means rejecting the null when one should not and thus, by 
doing so, one is committing a Type I error. This can only 
be the case for a difference test—errantly rejecting the null 
of no-difference when the null is true. In other words, con-
cluding a difference (i.e., concluding the batch is OOS) when 
there is no difference from target. 

But recall that the goal of product lot release (i.e., the 
expectation) is not to prove a difference. The expectation is 
that the manufacturing process and the assay are operating 
in a state of appropriate control. By logical extension, the 
goal is to demonstrate using statistical proof, that the prod-
uct is within an established acceptable range. Unfortunately, 
the proposed use of a difference-based release model by 
Burgess et al.[18] and others[19] promote the common critical 
mistake[20] made by non-statisticians which is to conclude 
“not different” when they fail to reject the null hypothe-
sis of “no difference” when applying a difference test for 
decision-making. Thus, the entire set of rules described in the 
Burgess paper is fundamentally flawed. Notice that increas-
ing the power in statistical hypothesis testing methods means 
that the likelihood of rejecting the null hypothesis increases. 
Since rejecting the null hypothesis is not the desirable out-
come for difference testing for release, this clearly points to 
logical error. Increasing the power for a statistical test, by 
definition, increases the probability of the ‘desirable result.’ 

To reiterate and emphasize—statistical “proof” only comes 
from a decision to reject the null hypothesis and thus, con-
clude the alternative hypothesis is true. This is the case, 
regardless of the statistical hypothesis used. That said, we 
are often asked what “failure to reject the null hypothesis” 
does mean. To be clear, the only conclusion that can be made 
for a statistical hypothesis test (equivalence, difference, supe-
riority, or any other form) when one fails to reject the null 
is this—there is insufficient evidence to reject the null. Also, 
because “not different” (difference = 0; the null hypothesis 
for a difference test) can never be proven in a difference test, 
the only possibility for accepting a lot that is different but 
considered close enough to target is to choose a statistical 
equivalence strategy and to define what level of difference is 
acceptable. Again, it is to be expected that the process and 
the assay will introduce variation into the production lots. 

What statistics or a statistician cannot do is to define 
what it means for a vector batch dose value to be consid-
ered equivalent or close enough to the target. The key is to 
appropriately limit product and assay variability to protect 
patients, which requires at the outset, some knowledge of 
the biological behavior and the associated risks anticipated. 
By using equivalence, the Type I error is assigned to patient 
risk rather than manufacturer’s risk and can become the sole 
focus during pre-clinical and clinical studies. 

It is also very important to notice that equivalence testing 
results naturally in both patient risk and manufacturing risk, 
meaning that both Type I and II error rates must eventually 

be stipulated to establish the maximum CI HW. Equivalence 
testing is the only release methodology for which both 
error rates are built into the specifications. The assignment 
of Type I and Type II error values for a licensed product 
will be inextricably linked to the setting of specifications 
and the demonstration that the dose assay is suitable for 
intended use. This package of information should be part 
of the product license application and subject to regulatory 
review and input.

Linking Assay Qualification Information 
to QC Lot Release Limits and Statistical Error

By formally incorporating Type I error (the patient risk 
when using an equivalence model) into the calculation of a 
CI associated with an RV, product specifications can provide 
assurance that both conforming and non-conforming lots 
will be appropriately judged and dispositioned as such. Our 
recommendation is to ignore Type II error risk in estab-
lishing release limits to be used in pre-clinical studies and 
clinical trials. Referring to Equations <6> and <7> in the 
original paper, it can be readily seen that the addition of the 
tβ-value in the numerator will lead to much higher replicates. 
To reduce the burden on QC testing, a lot that is falsely 
rejected (i.e., a good batch is considered OOS) could always be 
repurposed if considered suitable for some other application 
in research and development. Note also that the probability 
of a lot falling within specification is dependent upon both 
assay and process variability and bias, but the probability of 
accepting a lot with a true value at the maximum allowable 
drift from target is dependent on assay variability alone.

In this manner, the width of the CI will be dependent on 
SEM once the Type I error limit is assigned (i.e., α is chosen). 
Referring again to Equation <1> it is obvious that the width 
of the CI is derived from the tα,df-value, the assay precision 
and the replication. Because tα,df decreases with increasing 
n, once the estimate for assay precision is made, the CI HW 
can be calculated for varying levels of n. The choice of n 
will impact how wide the offset for the RV can be for a lot 
to still be considered acceptable (Figure 1). Once the assay 
precision is estimated, the minimum number of replicates 
needed to achieve a passing result for a reported value at its 
limits can be determined. By setting a maximum forecasted 
CI in this way, a target SEM-value that is practical (i.e., n is 
not excessive) becomes the goal of assay development and 
qualification process. Constraints driven by resources and 
timelines will inform the choice of where effort needs to 
be placed to preserve the goal of high confidence in dose 
value assignment. The strategy for achieving this is cov-
ered in the following sections on Reportable Value Sample 
Size Calculations and Incorporating Offset to Account for 
Allowable Assay Bias and Process Variability.

In our original article, we emphasized that the maxi-
mum CI for a reported value is one that is forecasted from 
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FIGURE 2: Decision tree for evaluating suitability of a 
mean value from N replicates. Because the CI HW used 
is one forecasted from the assay precision estimate and the 
sample size, there needs to be a sample suitability test before 
a value can be reported and be compared to the product 
specification. The first step is to test the measured stan-
dard deviation, s, using a Chi square test where σ is the esti-
mated assay variability used in the forecast. This should be 
performed at the 1% level. If s is suitably small (i.e., a “Yes” 
at decision point 1), then the CI 
associated with the RV is consid-
ered valid and the RV itself can be 
compared to the acceptance limits 
in the product specification. At 
decision point 2, the product lot 
is either released or deemed to be 
OOS. However, if the test sample 
s fails the Chi square test (a “No” 
at decision point 1), then a Grubbs 
outlier test (decision point 3) can 
be performed at the 1% level to 
determine if an outlier is present. 
If no outlier is detected, then the 
test sample fails sample suitability 
and the RV is considered invalid. 
If an outlier is identified, then it is 
deleted and replaced with a value 
from a single repeat assay run 
and a new s-value is calculated. 
The decision point 1 procedure 

is then repeated with the new sample. If an outlier is iden-
tified a second time (sample 2 yields a “No” prior to deci-
sion point 3), then the test result with the single replace 
value is considered invalid. Otherwise, decision point 2 is 
reached and the RV is considered a valid basis for an equiv-
alence-based lot release decision. We propose that the two 
allowable Chi square tests are performed at the 1% level in 
the evaluation to reduce the possibility of rejecting due to 
multiple testing.

SIDEBAR 1:  Evaluation of Sample Suitability 
The true precision of a method must account for all sources of 
variability over time and is something that can only be estimated 
through prospective studies and confirmed through ongoing 
trending in real time. Validation and early assay performance 
monitoring represent a snapshot used to determine the suitability 
of the method for its intended use. However, it may be possible, 
over short periods, to observe smaller variability than the esti-
mated true precision. This is because all the factors contributing 
to variability may not captured in the replicates used to calculate 
the RV. By using the forecasted value for σ instead of s in this case, 
we are ensuring a more conservative estimate of the CI and by 
extension limiting the drift in the target value to that established 
in specification development. In other words, we are not allowing 
for a smaller s value to allow for additional offsets. However, it is 
also possible, due to random chance, that the measured variabil-
ity for a sample will also be greater than the forecasted precision 
value. This scenario is a legitimate cause for concern and is the 
basis for establishing sample suitability requirements for the RV 
value replicate variability. 

In our proposed evaluation and management of sample results 
(Figure 2), an allowance is made up front . . . [CONTINUED ON PG. 8]

an assay precision measurement (estimate of 
population standard deviation, σ). The MU for 
future RVs is predicted using Equation <2>. It 
is important to note that the CI HW calculation 
(Equation <1>) presumes that the estimate of 
assay precision, σ, has been derived from both 
prospectively designed studies and evaluation of 
any historical assay performance data such that 
the forecasted CI around the RV is a reasonable 
estimate. However, after running a QC test on a 
product lot sample with n replicate measurements, 
a sample standard deviation, s, can be calculated 
for the RV. It is necessary to set an upper limit 
on this s value because of the assumptions being 
made about the uncertainty of the measurement, 
which is built into the effective bounds on the 
reported value. Therefore, the s value should be 
evaluated as part of a sample suitability assess-
ment, as described in detail in the sidebar and 
briefly justified as follows. 
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SIDEBAR 1 (cont.): 
Evaluation of Sample Suitability 
. . . for some degree of  “variability in the variability esti-
mate” using the Chi square distribution. Thus, if the sample 
variability exceeds the Chi Square limit, a statistical outlier 
test can be used to discard a single aberrant point and serve 
as justification for the generation of a single replacement 
replicate. The replacement is necessary to maintain the “n” 
used for direct comparison to the forecasted CI. 
A sequential testing approach, as outlined in Figure 2, 
should not be considered one of “testing into compliance,” 
rather it should be viewed as a QC lot release testing 
framework in which there is a “penalty to be paid” for unex-
pectedly high variability for a given sampling. The goal of 
the equivalence approach for lot release is to demonstrate 
acceptable confidence in the measured value. Being able to 
average more data provides a better estimate of the mean 
and greater confidence in the measurement. This is best 
viewed as the “statistical reward” for the practical price 
incurred for needing additional replicates due to the occa-
sional “bad luck” with low probability events leading to 
high sample variance. However, to be very clear, the omis-
sion of an outlier data point and the need to do additional 
replication should indeed be a relatively rare event if the 
assay precision estimated from development and validation 
studies is a good approximation of the true precision of the 
method. If the precision estimate is underestimated due to 
poorly designed studies or unforeseen variability issues, 
the s-value could routinely exceed the Chi square limit, 
and this would serve as a signal to revisit the validity of the 
predicted precision value.
We recommend using Grubb’s test to identify outliers[22] 
and limiting outliers to a single-value removal. Note that 
the Grubbs test requires Gaussian or normal data, so it 
must be emphasized that outlier tests on log normal data 
must be performed on log-transformed results to be sta-
tistically valid. If an outlier is detected, rather than simply 
discarding the value and averaging the remaining repli-
cates, we advocate for allowing up-front for a single repeat 
test to replace the discarded outlier value. 

The s-values are expected to follow a Chi square distri-
bution.[21] As such, limits can be placed on an upper bound 
to ensure that the forecasted CI is valid for a given sample. 
That is, an s-value greater than σ is expected at a frequency 
that can be calculated a priori and thus, the forecasted CI can 
be considered acceptable if the s-value for a given RV falls 
within predefined limits based on probabilities. In no case 
are we proposing that the forecast CI is replaced with a CI 
derived from sample data. Thus, all sample s-values that fall 
under the upper limit are considered valid for accepting the 
forecasted CI. The corollary is also true, any s-values below 
the limit cannot be used to justify expanding RV acceptance 
limits during the lot release decision process. 

Reportable Value Sample Size Calculations
Once equivalence bounds are set, the Type I error risk 

tolerance is established (i.e., α chosen), a value for the offset 
determined, and assay precision estimates appropriately 
derived through well-defined qualification studies, then the 
necessary replication to minimally achieve a correspond-
ing specified statistical power can also be calculated. This 
requires defining the Type II error risk tolerance and thus, 
the probability that an acceptable lot will return an OOS 
result based on assay variability. The stage of product devel-
opment and the available resources will force evaluation of 
the trade-offs, costs, and timelines when choosing whether 
to replicate more during lot release testing or reduce variabil-
ity. In some instances, organizations may choose to accept 
greater risks in lot release decisions. Ignoring Type II error 
in early development will lead to a cost savings, in terms of 
fewer replicates needed to demonstrate equivalence, while 
maintaining a low probability (α) that an unacceptable lot 
is released for use (Table 1A), and by extension, retaining a 
high probability of rejecting a lot that is not truly equivalent. 

Remember, the end-goal in early development is to arrive 
at reported dose value approximations that can be accepted 
as reliable enough to satisfy, in practice, the statistical 
assumption that dose values used in a dose-response study 
are exact and error-free. By reducing to practice something 
that is theoretically impossible, end-users must find ways to 
figure out what is pragmatic yet rigorous enough to reason-
ably work within the statistical framework. Conventions can 
provide convenient defaults but ultimately, these decisions 
come down to accountability for risk. The choices are con-
text and consequence-driven and rely on end-users having 
sufficient understanding of the framework, and trade-offs 
being quantified and communicated with data. 

The primary challenge here is in establishing the equiv-
alence bounds around dose input levels. Once those are 
established, the replication strategy can be calculated as 
described using Equation <7> in our original paper (or mod-
ifying Equation <6> by incorporating an offset and allowing 
for smaller n). Because high levels of replicates are undesir-
able yet may be required, some non-statisticians have turned 
to using an acceptable R2-value for a dose-response model 
as evidence that lower levels of replication in determining 
X-values could be acceptable. This approach underscores the 
dangers of failing to understand the meaning of a statistical 
tool or technique and misapplying it to arrive at invalid 
conclusions. The R2 for a dose-response regression has a very 
specific meaning and utility.

The therapeutic window for a product is defined by 
the difference between the dose that is efficacious and a 
dose that causes unacceptable adverse effects. It is typically 
derived from in vivo preclinical dose escalation studies 
and human clinical trials. Variability in responses to dose 
levels administered will be a function of individual recipient 
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FIGURE 3: Dose errors cannot be identified by model 
fit metrics. The two graphs use the same example out-
come data from a pre-clinical study to demonstrate that 
the R2-value obtained fitting a dose-response model, based 
on the assumption that the target dose is correct, is virtu-
ally the same as what is obtained using a different model fit 
for the actual dose delivered. Note also that most non-stat-
isticians think of the y = mx + b straight line function as 
a linear model. While it is a linear model, it is not the only 
linear model. Here, linear refers to the parameters of the 
model. For a straight line, the model parameters are slope 
(m) and y-intercept (b). However, a polynomial such as 
y = ax2 + bx + c is also a linear model with the coefficients, 

a, b, and c being linear parameters (remember, x and x2 are 
known). Non-linear models also include the four-parame-
ter and five-parameter logistic equations commonly used in 
potency and bioanalytic assays. Because the regression pro-
cess is different for fitting linear and non-linear models, the 
assumptions required for R2 cannot be made for non-linear 
regressions and hence are meaningless. RMSE can be used as 
a goodness of fit tool for both types of models and is what we 
recommend be used. Again, if actual dose inputs are grossly 
incorrect, then the model chosen will also not ref lect the 
true relationship between dose and the response measured. 
However, as the graphs depict, that incorrect model could 
have a good fit to the data.

SIDEBAR 2: Dose Errors Cannot be Identified by Model Fit Metrics 
If the values obtained in the study are plotted as a function of dose but the 
dose values are not correct, then the mathematical function that fits the 
observed data and/or the estimates of the model parameters will also be 
incorrect (Figure 3). The exactness of the dose input cannot be deduced from 
an R2-value or the RMSE reported from a regression for the chosen model. 
This is because these measures simply describe how far the observed y-values 
fall from the y-values that are predicted using the model parameters derived 
from the regression process. This statistical fitting of dose-response data 
to a model assumes a priori that the input x-values are exact and accurate. 
Furthermore, an R2-value is only valid for linear models, and it expresses 
how much of the variation in the y-values can be explained by fitting the 
data to the selected model, in comparison to using the mean of the y-values 
(the simplest model which would assumes that x does not predict y at all). 

R2 is a measure of how well an x-input can predict a y-outcome—and obvi-
ously x cannot predict y at all if the actual x-input is not the assigned, assumed 
x-value. An R2-value close to 0 indicates a model with very little explanatory 
(predictive) power and an R2-value close to 1 indicates a model with more 
explanatory (predictive) power; both assume that the x-values are exact. With 
a clear understanding of this, it is easy to see by extension that dose values must 
also be consistently measured from proof-of-concept research studies through 
pre-clinical and clinical studies, if they are to be compared. This is true whether 
mathematical models are formally fit to data, or the data are only visually eval-
uated. Without consistency in dose assignment, predictive power is lost because 
neither the model, nor the goodness-of-fit metric, make any statistical sense.

differences and variability in efficacy and 
safety outcome measurements made. To 
determine how well dose level (x input) 
predicts response outcomes (y readout), 
a dose-response relationship is evaluated. 
By fitting a mathematical model to study 
data, a corresponding goodness-of-fit can 
be quantified using R2-value or root mean 
square error (RMSE). For both of these 
metrics of predictive value, the difference 
between the observed y results and those 
y-values predicted using the regression fit 
to the curve model selected, are used in 
the calculation. As detailed in the second 
side bar, model fit metrics cannot be used 
as a measure of the exactness in x input. 
Although, for many gene therapy prod-
ucts, single-dose clinical studies, rather 
than dose escalation studies, are used to 
support regulatory filings, consistency 
in dose assignment throughout the drug 
development process is still important in 
defining the product dose.

Assumes no error in X-values
y = –63.429x2 + 1376x –7371.9 

R2 = 0.7653

TARGET DOSE

Assumes no error in X-values
y = 41.51x – 360.51 

R2 = 0.7509
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Incorporating Offset to Account for 
Allowable Assay Bias and Process Variability

As already explained, reduced drift from center means 
that the offset value applied to the target can be smaller, 
so the acceptance limits on the RV form a tighter specifi-
cation (Figure 1). From an assay development standpoint, 
reduced assay variability means that QC can run fewer 
replicates to achieve lot release objectives without compro-
mising product quality. As discussed in the Measurement 
Uncertainty section, TAE must be considered. To account 
for assay bias (the difference between the true dose value of 
the vector lot and the measured value) and its impact, we 
have combined the drift in process (the difference between 
the true value of the lot and the target) with the assay bias to 
yield a maximum allowable offset. This approach not only 
highlights the trade-offs that exist in the burdens shared 
by the process development, assay development, and QC 
teams, it provides a framework to easily quantify them. By 
adjusting the values that can be chosen, and assuming that 
further efforts will not be made to improve assay precision, 
the minimum number of replicates needed to conclude 
equivalence of an RV to the established bounds can be 
calculated. Eliminating manufacturer’s risk as a concern 
early on allows for a reduced burden on QC and/or the 
establishment of narrower equivalence bounds. Again, we 
believe the latter should be the driving factor in the early 
stages of product development.

The equivalence model for lot release establishes the 
framework to evaluate risks associated with QC deci-
sion-making and in the earliest stages, allows for ignoring or 
accepting higher manufacturing risk to compensate for the 
focus on reducing the risks of Type I error to minimize dose 
assignment error in establishing therapeutic window. The 
efforts to control the manufacturing process and improve 
assay accuracy and precision all require the allocation of 
significant resources. Thus, it should be obvious now that 
statistical power is something purchased. It generally does 
not come cheap, but by being focused on evaluating the 
trade-offs in quantitative terms, more efficient progress 
toward greater statistical power can be achieved. It should 
also be noted that lots that do not meet the release require-
ments for dose during development may be suitable for 
research purposes, as assay controls, or for accelerated sta-
bility studies. This means that lots that “fail” for dose can 
be repurposed rather than discarded during development. 

Also, it is worth noting that making dilutions and/or 
formulating drug product based on a concentration mea-
surement made on the bulk drug substance assumes that 
the concentration value is exact (i.e., is the basis of a dilution 
calculation). In practice, it makes more sense to increase 
the stringency on the dose measurement at the bulk drug 
stage as it is often the source of drift from target at the 
final container stage. In other words, dilution error-based 

on reported values with high MU is likely one of the main 
causes of missing the target dose at fill. By applying an 
equivalence model at both bulk and final container stages, 
then the HW of the CI on the RV for drug substance is 
mathematically added to the offset value for final con-
tainer to account for the propagation of error introduced 
by measuring twice. 

Establishing a Lot Release 
Specification for Dose

Pre-clinical development studies and human clinical 
trials that can demonstrate that a drug product is safe 
and effective are necessary but not sufficient for commer-
cial licensure. Among other regulatory requirements, it is 
critical that the production process and the lot release pro-
cedures can be shown to operate within a state of control. 
The lot release specifications for drug substance and final 
product are informed by the risks to patients posed and by 
the manufacturing process and lot release assay variability. 
Risks to patients are evaluated based on in vivo studies that 
link safety and efficacy outcomes to dose level(s) such that 
a target dose can be defined, and limits on product drift 
from it can be established. Therefore, one of the most criti-
cal assays for viral vectors is the one used to determine the 
product concentration—the volume of product required to 
deliver a specific dose is calculated from this value.

The predictive capacity of pre-clinical and clinical 
data dose-response models is dependent on the statistical 
assumption that dose input levels are exact. As acknowl-
edged already, it is impossible for dose levels to be error-free 
because dose is based on a measurement. However, restric-
tions on MU can be used to set limits on the amount of 
error that can be introduced. By using an equivalence 
approach to setting lot release acceptance limits for prod-
uct to be used in pre-clinical and clinical development, the 
dose targets serve as center-points for the specification. The 
spacing of doses corresponds to the intended dose escala-
tion, such as half-log (3.16-fold increase). In our original 
paper, we provided an example set of calculations based on 
using equivalence bounds derived from the addition and 
subtraction of 0.25 log dose units from the target values. 
This HW value represents the maximum value that can be 
used to set equivalence bounds, but it was not meant to be 
a recommendation. 

The actual equivalence bounds chosen by sponsors 
should be based on the level of dose escalation error that 
can be calculated from assuming that vector could be at a 
concentration corresponding to each of the upper and lower 
equivalence limits. Assuming, for example, that a low dose 
of 10 log units is considered a starting point, then a half-
log dose escalation would mean the next dose up would be 
10.5 log units. A range of potential dose escalations allow-
ing for a specified error tolerance can then be calculated. 
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TABLE 2: Dose escalation error limits.

Because the width of the equivalence interval defines the range of values that are 
considered equivalent to the target, taking the highest theoretical value of the lower 
dose (e.g., 10 log units target plus equivalence half-width used) and the lowest value 
of the next higher dose (e.g. 10.5 log units target minus the equivalence HW used), 
the lowest dose escalation possible can be determined as shown in both log units and 
fold differences (calculated by back transformation 10log difference). The values shaded 
in blue represent the minimal dose escalation possible; they come from subtracting 
the upper right blue from the lower left blue for each set of equivalence bounds. 
Similarly, for the pink-shaded values, the upper left value is subtracted from the lower 
right value to determine the maximal dose escalation possible. As the equivalence 
bounds narrow, the width of the range decreases and approaches the intended value 
(for 0.5 log; 3.16-fold) thus reducing the dose error that can occur. Using the ± 0.25 
limits proposed in our original paper, the range of dose errors spans from 0 (1-fold) 
to 1 (10-fold). By reducing the equivalence bounds by half, that range narrows to 
between 1.8 and 5.6-fold.

Table 2 provides example dose escalation ranges for five 
different equivalence bound limits showing the correspond-
ing range of dose escalation errors that can occur. As the 
bounds narrow the range of the potential escalation errors 
narrows from 1–10 for ± 0.25 and approaches the target value 
of 0.5 log or 3.16-fold with 2.9–3.4 being achievable using 
+ 0.0156 limits. The actual equivalence bounds chosen by 
sponsors should be based on the level of dose escalation error 
that can be tolerated, taking into consideration the specific 
risks associated with the disease and patient population that 
the product is designed to treat.

It is important to note that although the equivalence 
bounds define the limits on how different the RV for product 
dose could be from target and still be considered acceptable 
(i.e., of no meaningful consequence), these are not the limits 

placed on the RV. This is because, to conclude equivalence 
requires that both the reported value and its CI fall within the 
bounds (Figure 1). Thus, it is the width of the CI that drives 
how much processing drift and how much assay bias can be 
tolerated in a reported value and vice versa. Table 2 takes 
the RV values to the extremes (i.e., the equivalence bounds) 
by assuming an exact RV to generate the most extreme sce-
narios. Referring again to Figure 1, it can be readily seen 
that the greater the amount of drift from the target value 
caused by process and measurement bias together, the smaller 
the CI must be to conclude equivalence. Again, remember 
that the choice of equivalence limits defines a priori what is 
considered acceptable. The more well-behaved the measuring 
system, the greater the allowable variability in the production 
process. And the more consistent the process, the more MU 

Dose Escalation Range 
Possible Using Lowest 

and Highest Values from 
Equivalence Limits in 

Worst Case Combinations

Equivalence 
Bounds

Dose Targets for 
Half-Log Escalation 
from Starting Point 

Using 10 as an 
Example

Accepted 
Dose Error at 
Equivalence 

Limits 



OPEN ACCESS ARTICLE www.bioprocessingjournal.com12

Practical Considerations in Using an Equivalence Approach to Establish Lot Release Limits for Vector Dose

can be tolerated. However, always keep in mind, the end-
goal is to ensure that both the process and the assay are 
well-controlled, and that dose error is kept to a minimum. 

Because process variability measurement includes assay 
variability, the capability of the assay should be determined 
early on. By repeatedly measuring samples of a stable homo-
geneous material, process variability can be removed from 
the variability equation, and assay precision alone can be esti-
mated. Statistically designed experiments can yield variance 
components analyses and provide an indication of which 
factors contribute most to assay variability. Once identified, 
the most critical robustness factors should be optimized for 
minimal impact on the TE associated with the RV. When the 
assay procedure is ready to be implemented for lot release, a 
pragmatic testing strategy should be developed to maximize 
the amount of drift in process that can be tolerated for the 
established equivalence bounds. By increasing the number 
of values averaged and strategically replicating across the 
highest sources of variability, greater confidence in a mean 
reported value can be achieved. At the same time, efforts to 
control the process should be made to increase the proba-
bility of hitting the desired target dose. 

 As already discussed, an equivalence-based lot release 
model based on a statistical difference test is flawed, whereas 
an equivalence model is appropriate. Our approach is further 
supported by the official USP chapter <1210>[10] in which a 
TOST is given as an example for an equivalence-based lot 
release strategy for product strength. As we have also indi-
cated regarding a Type I error for equivalence (Table 1A), 
the USP <1210> currently notes that selecting an α represents 
the maximum risk of stating that the acceptance criterion 
is satisfied when a lot is not truly equivalent. Interestingly, 
difference hypothesis testing is sometimes applied to data 
after equivalence has been demonstrated. Such practices 
have led to the conclusion that the equivalence approach is 
flawed. This is because in some instances, if the equivalence 
bounds are at the maximum (± 0.25 log dose with back-
to-back specification spaced at half-log intervals), then it 
is possible that with enough replication and low MU, RVs 
within a given specification may have non-overlapping CIs, 
and an RV CI may not include the target value. There are 
indeed four different outcomes that can occur when differ-
ence and equivalence tests are applied to the same data set 
using the same α-value[23] 

Statistically significant differences can arise, but it criti-
cal to recognize that in an equivalence approach, there is a 
decision a priori, as to the level of error that will be consid-
ered “inconsequential” (i.e., a meaningless difference). Thus, 

it is scenario (2) that is the cause for confusion. From the 
possibility of concluding both equivalence and difference, 
it follows for some that the equivalence approach is wrong, 
or it should be modified to allow for dose volume adjust-
ments when RVs are different. However, what is required 
by adopting an equivalence-based strategy for lot release is 
to establish the equivalence bounds such that they reflect 
an acceptable level of dose error. The equivalence interval 
becomes the limits within which dose volume adjustments 
will not be allowable. This means accepting statistically 
significant differences between batches for doses within 
the range (and/or different from the target) in some cases. 
At a minimum, the goal is to ensure that no reverse dose 
escalation is occurring (Table 2; lowest escalation is 0 or no 
escalation). This is accomplished by creating gaps between 
acceptable ranges on the RVs across the dose levels such that 
lots that do not fall within the targeted dose ranges will be 
rejected and repurposed rather than used in dose escalation. 

If the specifications are broken down into “smaller buck-
ets” with smaller equivalence bounds and smaller spacing 
in-between target values, then testing can be set up such 
that a passing lot can be adjusted for dose volume to achieve 
dose escalation. In this strategy, QC must work to reduce the 
width of the CI associated with the reported value. There are 
three ways they can achieve reduced uncertainty in the RV:

Alternatively, the equivalence bounds are narrowed on 
the target values while maintaining the target dosing at 
dose escalation intervals such that greater consistency in 
manufacturing will be required to maintain a single volume 
across dosing levels. In this scenario, QC is still required 
to work to keep CIs narrow, but pressure is also placed on 
manufacturing to hit the target values. Ultimately, this is the 
goal for both process and assay validation—to demonstrate 
that the manufacturer is operating within an acceptable 
state of control when a product reaches a Biologics License 
Application (BLA) submission stage.

Conclusions and Recommendations
To calculate a dose volume, the nominal assigned target 

value for vector concentration (dose) can be used when an 
equivalence approach is adopted. By demonstrating that a 
reported value is equivalent to the intended target specifi-
cation, stakeholders can be assured that released products 
will perform within the established safety and efficacy pro-
file. Note that when an equivalence model is adopted, the 
Type I and Type II errors are the opposite of what they would 
be for a difference model such that Type I error becomes 

(1) Equivalent and not different
(2) Equivalent and different
(3) Not equivalent and not different
(4) Not equivalent and different

(1) Improve the assay precision.
(2) Increase the number of replicates combined to 

yield a RV.
(3) Reduce the confidence level (i.e., increase accept-

able Type I error = allow for less exactness in x).
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patient’s risk and Type II, the manufacturer’s risk. In all 
statistical hypothesis tests, statistical power—the ability to 
prove what is to be proven when that outcome reflects the 
underlying truth—is increased when variability and bias 
are decreased and sample size is increased. As we have 
published previously regarding the use of equivalence for 
parallelism testing for bioassays[24] when greater statistical 
power returns a counterintuitive outcome, that can be 
taken as evidence that the wrong statistical hypothesis 
framework is being used. 

This is precisely what happens using a statistical dif-
ference test for lot release. Higher statistical power means 
that it becomes easier to prove that lots that fall outside 
of the range would be considered different, which is not 
the conclusion that is intended to be routinely reached. 
By using an equivalence approach, high confidence in 
rejecting an unacceptable lot leads to greater confidence in 
interpreting dose-response data and thus, protects patients 
while greater statistical power results in an increased abil-
ity to prove that an acceptable lot is within the established 
specification and equivalent to the target. With the equiv-
alence approach to lot release, any measured difference 
within bounds is considered meaningless. The balancing of 
patient and manufacturer risk is then used appropriately in 
establishing the width of the CIs associated with a reported 
value. To provide further clarity, specific recommendations 
and a succinct summary, the order of operations thus, 
becomes as follows.

All measurements are assumed to be normal for statis-
tical analyses therefore and thus, must be in log units for 
lognormal data. Because this is most often the case, the 
examples are in log units. The first step is to assign target 
values that will be the center of the specification(s). The 
target values will be spaced according to the dose volume 
adjustment strategy. If dose volume adjustments will not be 
allowed, the target values are spaced at the same interval as 
the dose escalation (e.g., half-log). If allowances for volume 
adjustments will be made, then smaller increments may 
be used, as described above. Either way, the next step is 
to establish the equivalence bounds. We recommend that 
these are done symmetrically by adding and subtracting 
a value that represents the range of values within which 
dose volume adjustment is not considered necessary. 

 These equivalence bounds set limits on allowable dose 
error. In the original units of measure, this error can be 
expressed as the maximal fold difference in values that 
is considered acceptable. With half-log dose targets and 
± 0.25 bounds, this means that RVs up to 1.78-fold from 
target are considered acceptable. Dropping those bounds to 
± 0.125, this fold difference becomes 1.33. Recall that with a 
half- log escalation, the intended increments are 3.16-fold. 
Using ± 0.25 log unit bounds allow for the lower dose and 
next level up dose to be off by as little as 0 and as much 

as 4 * 0.25 (from lower –0.25 to next level up +0.25 for a 
total of 1 log unit in dose difference), which translates into 
a range of possible dose escalations from 1–10, as shown in 
Table 2. This arises if the low dose is on the high side and 
the higher dose on the low side or vice versa. However, no 
reverse dose escalation should occur. For ± 0.125-derived 
bounds, that range is further restricted from 1.8 to 5.6-
fold. As the equivalence bounds approach 0, then dose 
escalation approximates the intended dose spacing. 

Because the reported value and the CI must fall within 
the bounds for the vector batch to be considered equivalent 
to target, the width of the CI will determine how much 
skew in the process (drift of true dose from target) can 
be allowed, as well as how much bias from assay can be 
tolerated. The CI width is derived from the risk tolerance 
for Type I, the precision of the dose determining assay 
(σ, run-to-run standard deviation), and the number of 
replicate runs combined to yield a reported value. The 
higher the confidence desired, the greater the number of 
replicates needed to achieve a narrow interval. A higher 
probability of passing lots that are truly equivalent means 
more usable lots. This goal can be met by reducing Type II 
error. Thus, the third step in the order of operations is 
deciding α and β-values. 

In early-phase development, we suggest calculating the 
width of a 90% CI for different numbers of replicates using 
reasonable estimates of precision. The 90% CI corresponds 
to a conventional 5% error of assigning a batch as equiva-
lent to the target value when in fact, it is not (i.e., a Type I 
error; risk of errant dosing). Note that 5% corresponds to 
a 90% CI, rather than 95% CI, because equivalence test-
ing uses two simultaneous one-sided difference tests.[25] 
Because adding in Type II error drives up the number 
of replicates needed to assure that good batches will fall 
within specification and because Type II error does not 
introduce error into dose (rather the manufacturer does 
not use an acceptable lot), we recommend ignoring the risk 
of failing (or having to repurpose) an acceptable lot during 
development. This means delaying the assignment of both 
final α and β-values and finalizing the corresponding repli-
cation strategy until clinical studies and assay performance 
assessments are complete, and when commercial product 
specifications are being established. 

In other words, we do not recommend factoring in 
Type II error at the beginning, although Equations <4>, 
<6>, and <77> in the original paper includes tβ, df in the 
calculation for minimum number of replicates. Using 
this strategy, assay qualification means demonstrating 
that the assay precision and corresponding replication 
strategy yields an offset and corresponding RV range that 
are deemed satisfactory. The wider the range required, the 
smaller the corresponding CI. The balance comes from 
evaluating the relative capabilities of the manufacturing 
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process to hit the target and the assay used to return a 
tight estimate of dose. Lack of consistency in manufac-
ture will reduce the probability of an RV falling within 
its limits. Process bias leads to a larger offset or higher 
risk of OOS results. It also burdens QC to compensate for 
wider RV acceptance limits within the same established 
equivalence bounds. Similarly, a lack of consistency in 
measurement burdens manufacturing with hitting the 
target or QC to compensate with higher replication, as 
described already. The widening of equivalence bounds 
relieves the pressure for both but also increases the risk 
of dose error. By conducting the exercise of implementing 
the proposed lot release strategy, the need to shift focus 
on improving manufacturing and/or assay capabilities 
may become evident. 

Correspondingly, it is important to understand that in 
our approach to TE, we combine the assay bias and the 
process drift into a single allowable offset for a reported 
value. It is this value around which the CI is applied. 
By subtracting the allowable offset from the established 
equivalence bounds, we create “effective” bounds for the 
RV which require increasingly smaller CIs as the effective 
bounds shrink away from the original equivalence bounds. 
Thus, the further the true value deviates from center, and 
the greater the assay bias, the more confidence in the result 
required to conclude equivalence. The confidence in the 
result is derived from the confidence level (chosen Type I 
error tolerance) and the assay precision and replication. 
Choosing a higher confidence will widen the interval. To 
compensate and maintain a narrow interval, precision 
must be better and/or greater replicates must be included. 

The TE, as embodied in our model, directly connects 
equivalence bounds to RV drift from target (i.e, offset) 
that is contributed by both process variability and assay 
bias. Assay qualification/validation is achieved by setting 
limits on the CI width, which links reported values to 
equivalence limits set for studies to establish therapeutic 
window (or at licensure, derived from clinical data). From 
a theoretical standpoint, equivalence bounds are state-
ments about how far the true value of the lot can drift from 
the center and still be considered clinically equivalent to 
target. Our original article addressed the challenges of 
assigning lot acceptance and dose assignment for vector 
batches destined for pre-clinical studies and clinical trials. 
However, it is our expectation that the same equivalence 
approach will be applied for commercial products. 

At that point, the final product specification for prod-
uct dose will reflect a consensus between regulators and 
manufacturers that risks to patients are minimized while 
expectations of benefits to them are maintained, as mea-
sured by a consistent supply of high-quality product. 

The clinical data are used to establish the equivalence 
bounds on the target dose to ensure that product with 
unacceptable safety and efficacy limits are not reached. 
Once established, the capability of the process and the 
assay to ensure supply chain demands are met must be 
demonstrated. Using an equivalence model, product 
may drift from the target to a certain degree to allow 
for process variability, but as the true lot value moves 
away from the target value, the CI must narrow to con-
clude equivalence of the reported value within established 
bounds. Remember that the specification sets limits on 
the reported value. These acceptance limits ref lect the 
range of reported values and their associated CI fitting 
within the wider, pre-established equivalence bounds. 
The probability of errant decisions is a function of both 
process and assay variability, but the probability of an 
errant decision based on true RV limits is restricted to 
assay variability. In other words, the probability of an RV 
landing within limits is a function of process variability, 
whereas the probability of concluding the RV is within 
bounds is a function of RV MU.

To ensure that our proposed approach to dose assign-
ment and lot release leads to more accurate scientific 
conclusions and greater protection of patients, it is critical 
that those accountable for its use have a solid understand-
ing of statistical hypothesis testing, dose-response models, 
and MU. Although we encourage ongoing review of other 
sources for introductory statistics to improve compre-
hension, our experience indicates that the challenge of 
applying statistical techniques arises when the relationship 
between multiple tools required is not obvious. Clear com-
munication between those who generate and review dose 
data and statisticians responsible for ensuring appropriate 
analyses is key to achieving valid outcomes.

Demonstrating that an assay is fit for purpose means 
defining both what fitness means and precisely what the 
purpose is, in terms of a statistical hypothesis framework. 
We have undertaken to further clarify why an equivalence 
model for lot release and dose assignment is correct, and to 
make the connections between the calculations required to 
adopt the approach clearer. In so doing, we have provided 
answers to the six questions posed in the introduction 
and equipped both non-statisticians and statisticians with 
the knowledge needed to be accountable for protecting 
patients and justifying an equivalence approach. We end 
with acknowledging that using an equivalence approach 
for lot release raises questions related to other applications 
including, but not limited to stability monitoring and 
method-bridging studies. These and other considerations 
were beyond the scope of this paper and will be addressed 
in future articles.
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